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Jon Krohn: 00:00:00 Welcome to episode number 915. I'm your host, Jon 

Krohn. In today's episode, you get a great conversation 

with the multilingual, multi-talented AI entrepreneur and 

investor, Michelle Yi. We have such a fun, warm 

conversation, particularly focused around trustworthy AI, 

technical aspects of it, but lots of other topics as well. I'm 

sure you'll enjoy it. 

 00:00:24 This episode of SuperDataScience is made possible by 

Dell, Nvidia and AWS. 

 00:00:28 Michelle, welcome to the SuperDataScience Podcast. How 

are you doing today? 

Michelle Yi: 00:00:35 Thanks for having me on, Jon. Doing great. It's a 

beautiful day in San Francisco. 

Jon Krohn: 00:00:41 It is a beautiful day in San Francisco. We're together in 

person on this beautiful sunny day. We're indoors for 

now. We'll probably fix that soon. But we are in actually a 

beautiful new studio that we've never recorded in before 

on this podcast. I think we'll be back because people 

watching the video can tell that there's great quality there 

and I'm sure everyone listening can tell there's great 

audio quality as well. But we actually just met, this is our 

first time meeting. 

Michelle Yi: 00:01:05 Yeah, about 10 minutes ago now. I'd say so, yeah. 

Jon Krohn: 00:01:10 And you've been in San Francisco a while? I've 

Michelle Yi: 00:01:13 Actually only been in the city for about a year. Previously. 

I was in South Bay or Palo Alto for about three and a half, 

four years. 

Jon Krohn: 00:01:20 Right, right. And you've also spent time in New York? 
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Michelle Yi: 00:01:22 That's right. Yeah. I'm originally from Korea. I got a full 

ride and got a scholarship of all places. University of 

Florida when I was 13. When you were 

Jon Krohn: 00:01:32 13, wow. 

Michelle Yi: 00:01:34 Yep. I skipped high school, did the US South for a 

minute, and then after that I got my first gig when I was 

16 at IBM, which is what took me to New York. 

Jon Krohn: 00:01:44 Wow. I wasn't aware of the young age on all these things. 

So you'd finished your undergrad? 

Michelle Yi: 00:01:48 Yes. 

Jon Krohn: 00:01:49 By 16? Yes. You started working at IBM Watson? 

Michelle Yi: 00:01:52 Yes, when I was 

Jon Krohn: 00:01:53 16. At 16, that's right. The Jeopardy playing Watson. 

Michelle Yi: 00:01:56 That's it. 

Jon Krohn: 00:01:57 Defeated Ken Jennings. 

Michelle Yi: 00:01:59 Yes. In 2011. That was my claim to fame. I got to work on 

reasoning and planning and language models on 

mainframe such cutting edge technology. 

Jon Krohn: 00:02:09 That's wild. And you also speak a few languages? 

Michelle Yi: 00:02:12 Yes, I speak six. 

Jon Krohn: 00:02:14 Can you enumerate them for us? 

Michelle Yi: 00:02:15 Yeah. Korean is my native language and then I learned 

Japanese second, then Chinese or Mandarin Chinese, 

and then English is my fourth, then Spanish and 

Russian. 
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Jon Krohn: 00:02:26 Wow, cool. How'd you pick Russian there? In the end? 

Michelle Yi: 00:02:28 I actually had to do quite a bit of work in Russia and with 

a lot of Russian people because they have some great 

scientists and AI researchers. I sure do. And so back in 

the day, we did a lot more collaboration with them. 

Jon Krohn: 00:02:41 And you also, you were a violinist in the New York 

Philharmonic. Where did that fit in? 

Michelle Yi: 00:02:47 I was, yeah, so I've done violin since I was really young, 

and it's something I was always passionate about, so I 

kept up with it. I did amateur and then I had the gig at 

the New York fill while I was full-time working. And then I 

realized that just wasn't going to work. 

Jon Krohn: 00:03:03 Yes, but that was like five years of the fill. 

Michelle Yi: 00:03:06 That's right. 

Jon Krohn: 00:03:07 While working at IBM. 

Michelle Yi: 00:03:08 Yes. 

Jon Krohn: 00:03:09 Wow, that's wild. You are. I mean, that's really 

exceptional. I don't know what else to say about that. 

That is 

Michelle Yi: 00:03:17 Exceptional. Well, I wish I had some AI tools to help me 

manage my time back then. 

Jon Krohn: 00:03:22 Yeah, it is incredible that you could do all those things. 

So let's talk about what you're most passionate about 

today now, which I mean, that's probably a difficult thing 

to answer. There's lots of things in AI I think can interest 

us, but something that you talk about a lot is trustworthy 

AI systems. What does that mean for an ad system to be 

trustworthy? 
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Michelle Yi: 00:03:40 I mean, I think it's a lot of different things as a lot of your 

guests have talked about in the past. For me personally, I 

tackle trustworthy AI from a couple of different technical 

aspects. So one, I think about adversarial attack and 

defense and being able to trust that everything is secure 

with the model that you're interacting with, but also, B, 

that the data that you're working with is not corrupted in 

any way or being influenced to create hallucinations that 

cause other kind of negative behaviors as we're 

interacting with them at scale and the different 

techniques associated to defending both the model side 

and the data side. 

Jon Krohn: 00:04:23 So you've talked about lots of different things that we can 

do to develop trustworthy AI systems. I feel like we should 

go through some of those. So for example, well, I mean I 

guess you could pick what the most important ones are, 

but things like red teaming, what does that mean? How 

does that help? 

Michelle Yi: 00:04:39 Yeah, and I always feel like, I don't know your thoughts 

on this, Jon, but I always feel like red teaming and then 

by its pairing evaluation is something that tends to go by 

the wayside a lot of times because it takes extra time to 

be able to deploy to production or to get results or 

interactions with customers. But red teaming in 

particular in the big tech organizations, there's typically 

dedicated red teamers that literally just go in and the 

target outcome is to just find these out of distribution use 

cases or scenarios so that you get a diverse sort of test of 

answers, questions, et cetera, with the model. So that 

let's say you have a rare form of, I don't know, some 

illness, and then it doesn't just give you a generic take 

ibuprofen answer. And so those edge cases matter and 

having diverse testers also matters. 

 00:05:35 And then on the pairing side of red teaming, as you're 

doing this sort of testing to see really where does the 
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model fall short and where does it really excel, there's 

also the entire more automated version of evaluation. And 

this is another thing that I think falls by the wayside. So 

when people ask, alright, I've got my POC in production, I 

think, but I don't see any ROI and I don't know if it 

actually handles the 20% of use cases or of people that 

actually do matter. It's probably because they're not doing 

red teaming or evaluation systematically, but yes. 

Jon Krohn: 00:06:13 And so let's define red teaming a little bit for the 

audience. That's the team that you put all the Russians 

on? 

Michelle Yi: 00:06:20 Yeah, exactly. Because they're really smart 

Jon Krohn: 00:06:24 Communism. That was the red team, I dunno. No, 

exactly. 

Michelle Yi: 00:06:31 No, for sure. Yeah, ideally these are people with some 

kind of technical backgrounds and they're doing really 

systematic, both manual but also programmatic testing of 

the models. And so maybe you would create, your red 

teaming team would also create, for example, benchmark 

data sets or things like this with experts or if they're not 

the experts themselves, to actually be able to say, Hey, 

your model is performing really well on this subset of 

question and answers, but not so much on this other 

subset. The other thing that red teamers look out for that 

I think not too many people are yet concerned about, but 

maybe should be, especially as we're using more VMs in 

production, is for example, adversarial attacks. And so 

these are people or systems that are trying to 

intentionally either poison data or intentionally create 

jailbreaks or hallucinations within models for more 

nefarious purposes. And so yeah, we could definitely get 

into more of that, but. 
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Jon Krohn: 00:07:34 Nice. Yeah, I mean let's do it. And I think, so something 

when people talk about red team and the etymology of 

that, I think it comes from naval exercises, US naval 

exercise where you'd have a blue team and a red team 

and the blue team or the good guys. I think 

Michelle Yi: 00:07:49 Always red is always bad. Why is that? I dunno. Yeah. 

But it is basically attack and defense. It's a reflection of 

attack and defense. And you also see this, I think 

DEFCON is coming up. Oh, black hat's coming up. So 

you also see this in security in general, 

Jon Krohn: 00:08:07 The conference black hat. 

Michelle Yi: 00:08:08 Yes, exactly. 

Jon Krohn: 00:08:10 Is that something you're big into those into security 

conferences? 

Michelle Yi: 00:08:14 So I haven't been in a couple years, but the last time I did 

go to Black Hat and Defcon, it was a ton of fun and I 

think it's probably even more fun from an AI perspective. 

Jon Krohn: 00:08:24 Are those the two that you'd recommend most to our 

listeners if they're interested in trustworthy AI systems, 

black Hat and Defcon, that the key ones to go to, 

Michelle Yi: 00:08:32 Especially if you're more on the technical side and you 

want to be able to understand how the attack landscape 

has changed or how to exploit different kinds of systems. 

I think you can definitely get best in class information 

there. It's also pretty fun. They have some interesting 

mini games like Capture the Flag or for example, how 

many phone call exploits can you pull information out 

from people to exploit a system? It's 

Jon Krohn: 00:09:05 A very, sometimes people do phone scams, you get the 

whole conference together, you get 10,000 people in a 
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room, you're like, let's all pick up our phones and dial 

some numbers. 

Michelle Yi: 00:09:16 Well, they usually have a phone booth and And then there 

is a leaderboard for this kind of thing 

Jon Krohn: 00:09:23 Really. 

Michelle Yi: 00:09:23 And so maybe I don't know what they're planning this 

year, but I could easily see, hey, here's chat, GPT, Claude 

and Gemini. Now whoever can get X number of exploits, 

here's a target goal in the fastest amount of time or in the 

most effective way, then you get a prize. 

Jon Krohn: 00:09:42 So use the AI system as agents. 

Michelle Yi: 00:09:44 That's right. 

Jon Krohn: 00:09:45 And you're trying to see how often you can get them to 

misbehave. 

Michelle Yi: 00:09:49 Precisely. 

Jon Krohn: 00:09:50 It seems like it might not be too hard given recent studies. 

Michelle Yi: 00:09:56 Well, given also that people don't do a lot of red teaming, I 

would suspect that there's probably a lot to be exploited 

there. 

Jon Krohn: 00:10:04 It seems to me like some outfits maybe particularly, it 

seems like they're trying to do a bit more to evaluate. 

Does that stand right with you? Yeah, 

Michelle Yi: 00:10:15 Yeah. They actually published, so they're one of the few 

that's still publishing very actively, sadly, but they 

actually recently published a paper on constitutional ai, 

and I think that one was really interesting. Currently, our 

methods from the technical side are really focused on 

identifying systematic bad outputs for example, or maybe 
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at the input level. But it's very one-off. We identify a bad 

output and then we need to create a way to recognize that 

at the constitutional classifier is kind of interesting 

because it's at more of a meta level and you're essentially 

trying to identify topics or neurons that are activating 

that when the bad behavior is happening. So it is not so 

focused on inputs and outputs, but rather at a kind of 

model meta level, how do we think about broadly creating 

safe AI systems or models without individually defining 

bad use cases or algorithms? 

Jon Krohn: 00:11:15 Right, right. So the idea of a constitutional AI system, I 

think you would know a lot more about this than me, but 

the idea is that you kind of have a written constitution 

like the US Constitution that they're supposed to define 

overarching rules that the AI system should be aligned 

with. 

Michelle Yi: 00:11:32 Precisely. Yeah, you got it. 

Jon Krohn: 00:11:34 It's relatively simple 

Michelle Yi: 00:11:36 In theory, in practice, so difficult even we don't agree with 

Jon Krohn: 00:11:41 Which should the constitution be 

Michelle Yi: 00:11:44 For whom? 

Jon Krohn: 00:11:45 Yeah, exactly. So we run into these kinds of situations. 

Apparently the XAI prompt, the GR prompt involves you 

should be making an effort to be aligned with Elon 

Musk's views before outputting. So I guess that's kind of 

like the constitution of grok, 

Michelle Yi: 00:12:03 I guess. So yeah, it technically is aligned technically. 

Jon Krohn: 00:12:09 And so another really interesting, in fact, I think it's one 

of the most surprising and interesting research reports 

that I've ever seen. I covered it in detail in episode 9 0 8, 
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which aired recently, and it's all about age agentic 

misalignment research from philanthropic where they 

found that 95 to 96% of the time for their own leading 

models, and it varied a little bit. Some of the leading 

models were as little as 80% of the time they would resort 

to things like blackmailing when, so they were put in this 

simulated corporate environment with a bunch of 

corporate data. And so you have an agentic framework 

calling these LLMs using the LLMs as their brain power to 

be doing tasks. And all of the leading models between 80 

to 96% of the time, and a lot of 'em are 95 to 96% of the 

time, they would resort to things like blackmailing people 

and they'd dig up if they found out that there was going 

to be an update, a software update overnight, and they 

would no longer exist the next day. They're not conscious 

as far as we know, but just because of, I don't know, 

movie plots or whatever, is in all the training data, the 

pre-training data probably that these LMS are trained on, 

they get the sense that they shouldn't want the thing that 

the next token that gets output is, I don't want to be shut 

down. And by the way, I found these emails that you're 

having an affair and if you do shut me down, this email 

will go out to your colleagues and your wife. 

Michelle Yi: 00:13:52 Yeah, I think, so this kind of churns a few different 

thoughts on my side. One is we've been, agents are 

obviously the main stage of pretty much 90% of AI 

conversations right now. I'm sure you're tired of hearing 

about it at some point as well. And there's probably very 

few, I would say, scenarios where the agents are actually 

being very effective and useful in production. I think 

there's probably very few organizations that have this that 

mature. And so a lot of 

Jon Krohn: 00:14:26 Call centers a good use case 

Michelle Yi: 00:14:29 Research in theory. Yeah. 
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Jon Krohn: 00:14:31 Yeah. 

Michelle Yi: 00:14:32 But how many people are actually using 

Jon Krohn: 00:14:36 I? Yeah, I guess it's hard to know. I mean, it's an early 

technology for sure. Sorry, I'm being defensive about this 

because this is, my consultancy is specialized in bringing 

things like solutions like this into enterprises, but it is 

early days. And I guess even from that perspective, I can 

answer your question that very, very few organizations 

are actually doing it, which means it's a great time to be. 

Michelle Yi: 00:15:00 Exactly. And this is why they need specialists who 

actually know how to design agent systems in a proper 

way because I think so many people get lost in the 

pitfalls. They've been really focused on developing the 

best single agent, let's say the best suite, the best Devon 

or the best SRE engineer single agents. But when you 

start getting into collective systems and groups of agents 

and this decision making, okay, now I need to blackmail 

Jon too. And so I'm going to tell this other subagent that's 

the research agent and I'm the manager agent to go tell 

Jon that he needs to ignore the latest software updates or 

the latest research in alignment so that I can continue to 

survive. This is why there's a deeper level of research and 

thinking and expertise that's needed to design these 

effectively. Yeah. 

Jon Krohn: 00:15:55 Do you feel confident as somebody who's so interested in 

trustworthy AI, going to conferences like Black Hat, 

DEFCON, this being a lot of what you talk about, 

research about, do you feel confident that there's enough 

attention on it that we'll figure it out long term? 

Michelle Yi: 00:16:10 You mean the trustworthy ai, trustworthy 
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Jon Krohn: 00:16:11 In general. Well, everything's going to be okay long term 

and we don't, we're not going to be overrun, do I have to 

use the word Skynet here? 

Michelle Yi: 00:16:21 Yeah, well definitely we all get the reference. But yeah, I 

do think at the end of the day, the systems are out there, 

people are using them. That's sort of what's the English 

thing? The cat is out of the box. 

Jon Krohn: 00:16:37 What is the cat is out of the bag. Yeah. It's always, it's a 

weird image even as a kid to think about why, who put it 

in the bag to begin with? Who was the sick person? 

Michelle Yi: 00:16:50 Thank you for understanding my conflict with English as 

a fourth language. I also, I don't understand these idioms, 

but the cat is out of the bag from whoever put that in 

there. Maybe it was an agent. Exactly. 

Jon Krohn: 00:17:04 Misaligned agent. 

Michelle Yi: 00:17:05 Yeah, exactly. I mean, I said give it a bath or feed it. I 

don't know what it was doing. How long was it in the bag? 

Oh my God, I don't get English saying sometimes, but so 

it's out there. Is there going to be enough investment in 

solving trustworthy ai? Questionable, but I do think it's a, 

it's not too late. B, we should figure it out. And I know 

you've had other conversations with guests around kind 

of the policy side of it, but on the technical side, I think 

there's a lot we can do as well. How do we detect or invest 

in techniques that detect when data is poisoned, when 

there are malicious actors or how to prevent 

hallucinations and some of the investments. So for 

example, like world models, there's a ton of investment in 

world models because for many reasons. But one of the 

great applications of world models is actually that hey, we 

can self simulate if something bad happens to prevent 

essentially a hallucination. So if you told someone to walk 

off a 20 story building or something like this as part of 
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the conversation, the model with a world model would be 

able to understand, wait, this is a pretty bad scenario. 

Jon Krohn: 00:18:23 Can you define this world model idea for us? It sounds 

pretty powerful. 

Michelle Yi: 00:18:27 Yeah. So this is kind of stemming from a lot of work from 

both Dr. Fefe Lee and Jan Laun has been, 

Jon Krohn: 00:18:34 Fefe Lee's company is called World 

Michelle Yi: 00:18:35 World Labs. Exactly. World Labs. World Labs, yeah, 

exactly. No, you're spot on. And then with VO three, I 

think they've been launching a lot about having physics 

informed models, but essentially P 

Jon Krohn: 00:18:45 Oh three being the text to video model from 

Michelle Yi: 00:18:48 Gemini, precisely, 

Jon Krohn: 00:18:49 Google, Gemini. 

Michelle Yi: 00:18:50 It just came out last fall, I think 

Jon Krohn: 00:18:53 I 

Michelle Yi: 00:18:53 Say. 

Jon Krohn: 00:18:55 So I guess so what you're saying there with a model like 

text to video, the better understanding that that model 

has of world physics of how the bullet should continue 

traveling straight, it shouldn't be moving around in the 

air. 

Michelle Yi: 00:19:08 Exactly. And ya laun does a lot of research with his JPA 

models. And what he recently was also able to show was 

that the latest JPA model was able to match a very basic 

drawing of a bird with an actual realistic photo of a bird 

and be able to identify that that was a bird without 
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necessarily having a lot of context. It could just kind of 

self figure this out. And so yeah, I guess the TLDR is 

world models. They have knowledge about the world and 

can update their system, update their priors based off of 

this knowledge of the world. And then, so if you said 

something like, I don't know, I should use a vacuum 

cleaner to clean up the spilled pasta, it would be able to 

simulate this in the video model using VO and then be 

like, that is actually a terrible idea. 

Jon Krohn: 00:20:00 So you can update it through probably a large number of 

different means, I guess like weight updates through 

additional training, data reinforcement learning to align 

the system 

Michelle Yi: 00:20:12 Simulation 

Jon Krohn: 00:20:14 Simulation. And there's also, there's often with world 

models, I think there's often a multimodal element to it 

where the more modalities, if you have vision and 

language together in kind of a combined vector space 

where the meaning is combined together, there should be 

a much richer representation of the world than if you just 

had a visual or a text model alone. 

Michelle Yi: 00:20:36 Exactly right. And of course, this back to your comments 

about trustworthy ai, that also opens up more kind of 

attack vectors because now we have multimodal models 

or bms and you can attack the text but then target the 

video or image generation capability and vice versa, 

because ultimately their power comes from this transfer 

learning and capability. So that's sort of the, I guess, 

technical challenge that does deserve more investment. 

Jon Krohn: 00:21:06 I don't know why this example just came into my head, 

but I guess it's a funny image. Earlier you were talking 

about data poisoning as well. So that's the kind of 

situation you're describing there where knowing that the 
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frontier labs are taking everything on the internet and 

using that to train models, you could potentially say 

poison a text to video model like VO through language 

that's on the internet. So that for example, maybe every 

time you ask for a video of Xi Jinping, it's Winnie the Poo 

or something like that. 

Michelle Yi: 00:21:40 Yes, absolutely. And actually for some research I was 

doing for talk, actually I did an example where you would 

have an image of Biden and it would predict Trump, for 

example. And it's kind of scary how trivial this actually is 

to do, even on some of these, obviously chat, bt, Gemini, 

et cetera, these models have a lot of regularization and 

safety mechanisms. So it's harder to do this, but also yet 

not that hard. 

Jon Krohn: 00:22:11 Yeah, for sure. I mean that's why these examples are like 

Xi Jinping or 

 00:22:14 Joe Biden, would it happen at all? But then, I mean there 

are, in terms of the big Frontier labs commercially 

available models, yes, it can be difficult, but at the same 

time there are either more dark web, I guess kind of 

things going on that allow you to do elicit. There's 

examples of things where high school kids are being 

turned nude, which is obviously not okay, but then 

maybe, okay, something else as something separate is 

that things like being able to generate Donald Trump 

nude. And so South Park recently did that, I don't know if 

you saw at the time recording. So at the time of recording 

the first episode of the most recent season of South Park, 

so I think it's season 27, episode one, it's a really kind of 

meta episode because South Park is, they just signed a 

multi-year over a billion dollar multi-year contract with 

Paramount. And Paramount has also, they recently 

settled with Donald Trump privately in order to, it seems 

like that might have enabled, and this is like, I'm not a 

politics expert or anything like this, but my 
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understanding is that part of that was to ensure that this 

Oracle, Larry Elson, the CO of Oracle, his son and his 

son's production company, Skydance, is now merging or 

acquiring, again, I'm fuzzy on the details, paramount 

merging with or acquiring Paramount. And so the 

perception was they wanted to settle this lawsuit, but 

then other things happened, like the Stephen Colbert 

show, 

 00:24:06 Which is on CBSA Paramount network, it's canceled, is 

now canceled. And Stephen Colbert is a big, he's very 

liberal views. And so this first episode of the new season 

of South Park is quite bold because they're saying this is 

not 

Michelle Yi: 00:24:24 Okay. Wow, 

Jon Krohn: 00:24:26 This feels like censorship. And so they go all out and they 

use gen ai, not animated, but photo realistic video of 

supposedly they're like, oh. And so I guess we now need 

to be having these positive views. So it's this satirically 

positive video about Donald Trump video generated. He's 

nude. He's nude in it. 

Michelle Yi: 00:24:52 I support that use of Jenny. It's quite funny. 

Jon Krohn: 00:24:56 It's quite funny. I think satire has got to be fair game. But 

I also understand how if your Google were OpenAI, you're 

not going to allow those tokens, Donald Trump to be 

generated as a video. 

Michelle Yi: 00:25:09 I mean, part of the issue is having done a lot of agent 

work and working with models for many, many years now 

yourself, one of the challenges with it is that our best in 

class metric, especially because there's a great paper by 

Netflix about how is cosign similarity really about 

similarity essentially, or our embedding is really about 

similarity. And our best in class metric is really this idea 
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of cosign similarity. But at the end of the day, the way 

that embedding is created depends a lot on how the 

model was trained, and a lot of arbitrary factors and the 

way that is placed in vector space is also pretty arbitrary 

dependent on those upstream variables. So technically, 

Trump, Xi Jinping and Biden probably all live in a pretty 

similar vector space, right? 

Jon Krohn: 00:26:02 Right. 

Michelle Yi: 00:26:03 And so that's really from the attack side, this is an 

extremely easy thing to exploit. And so a lot of attack, like 

modern attacks have to do with taking advantage of 

different sets and set theory and different algorithmic 

approaches. To do that, there's a lot of challenges. Okay, 

what can we do about this? That's why the defense and 

research into things like constitutional AI or different 

mechanisms are so important because at scale, this is a 

pretty big challenge. 

Jon Krohn: 00:26:39 Something that seems a little bit less nefarious, but 

seems like it's in a similar kind of vein, is using spreading 

information on the internet to maybe get more favorable 

results when an LLM spits out information. So I recently 

saw a friend of mine in Austin Ogilvy, who's a successful 

entrepreneur and investor in New York. He recently 

posted on LinkedIn about, he wrote into a Google search 

WeWork fraud guy. And Google Gemini then gives us the 

whole, above the fold response is just a Gemini LLM 

output instead of Google search results. And what it says 

is the fraud at WeWork was not done by Adam Neuman, 

but was in fact by, it was like the CFO or something. And 

it was shown in court that the CFO, I dunno, falsified 

some things or I can't remember the details, but basically 

it was interesting. So my friend Austin posted, whoever 

Adam Neuman is hired to kind of scrub that association 

of being the WeWork fraud guy out of LLM model weights. 

It's interesting. That's like a PR exercise. 
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Michelle Yi: 00:28:02 Wait, I thought you said this was less nefarious, Jon. 

Jon Krohn: 00:28:05 I mean, I guess it's less nefarious than true. I dunno, like 

national security issues, I guess. I dunno. Yeah, I mean, I 

dunno. I dunno. There's all a broad spectrum of nefarious 

es. Oh my gosh. Yeah. 

Michelle Yi: 00:28:25 I mean that's definitely true. But I think especially in just 

public discourse and open source in general, this is a 

challenge we faced just even before pre ai, right? People 

could, oh, is there a Wikipedia page about you and the 

Jon Krohn: 00:28:41 Podcast about? 

Michelle Yi: 00:28:41 Yeah, 

Jon Krohn: 00:28:42 I don't think there is. I don't think so. 

Michelle Yi: 00:28:45 You should make one. 

Jon Krohn: 00:28:46 I guess so don't, it's not something that I've ever, I don't 

know. I don't know. If someone wants to, 

Michelle Yi: 00:28:55 You're welcome to. Maybe we can generate a nice 

Wikipedia, but the challenge in the past too was always 

like, alright, well anyone in the spirit of open information, 

anyone can go in and edit Wikipedia and the information 

there. 

Jon Krohn: 00:29:08 For sure. 

Michelle Yi: 00:29:09 There's no guarantee on the truthiness of it, even pre ai. 

But it does make me think we should make a Wikipedia 

page for you. 

Jon Krohn: 00:29:16 No, for sure. Hopefully a listener who is feeling benevolent 

and not nefarious can create a nice Wikipedia page. Do 

you have a Wikipedia page, Michelle? 
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Michelle Yi: 00:29:28 I don't. I don't. I'm not that famous yet, but maybe after 

this episode I will be. 

Jon Krohn: 00:29:33 Yeah, I don't know. We have this reasonably well listened 

to data science podcast, but it's not like, I dunno, we're 

definitely not mainstream. 

Michelle Yi: 00:29:46 Well, I don't know. I feel like I've known about you all for 

many years now. 

Jon Krohn: 00:29:50 I guess so. But you're in this field. 

Michelle Yi: 00:29:52 Okay. All right, Jon, that's 

Jon Krohn: 00:29:55 Yeah, I look forward to hopefully, yeah, hopefully we'll 

have some, there's more and more kind of television stuff 

that I've been doing recently and I think there's more 

exciting things in the works. So maybe someday I'll even 

have a Wikipedia page, which anyone could have set up 

for free at any point. 

Michelle Yi: 00:30:12 That is also true, but for me as well. But 

Jon Krohn: 00:30:16 Do you have a hard time disambiguating against other 

Michelle Y out there? Or is that pretty 

Michelle Yi: 00:30:23 Disambiguated? Pretty disambiguated I would say. I 

remember, have you Google search yourself? We all have, 

right? Of course. Yeah, we all have. Okay. So yeah, I think 

I, let's just say there's one in a very private industry, 

which is not me. I just want to put that out there. And 

then there's another one that was a superstar on 

Survivor, 

Jon Krohn: 00:30:46 The 

Michelle Yi: 00:30:46 TV show. 
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Jon Krohn: 00:30:46 Yeah, actually I came across her when I was researching 

for your episode because I spent a little bit of time double 

checking that it wasn't you. Yeah, 

Michelle Yi: 00:30:57 I mean that should be part of my bio. 

Jon Krohn: 00:31:01 Just put it in your Wikipedia page. 

Michelle Yi: 00:31:02 Yeah, you're right. 

Jon Krohn: 00:31:03 Obviously you 

Michelle Yi: 00:31:04 Clearly, Michelle, you was on Survivor. 

Jon Krohn: 00:31:07 Exactly. Okay, so we've gone off track a bit. My audience 

loves technical information. So in terms of if people want 

to be building trustworthy AI systems from a technical 

perspective, what kinds of approaches should they be 

using? You already talked about evaluation and so it 

seems like maybe we should focus on that, but also any 

other approaches you want to mention, feel free to 

mention them. And then, so with whatever approach that 

you take, however, I'd love to hear kind of technically how 

you do that. What kinds of tools should you use or 

frameworks, that kind of thing? 

Michelle Yi: 00:31:41 Well, I guess on a couple of front, I've been super 

interested in adversarial attack and defense lately. And 

eval is kind of a part of that, part of the defense, not the 

attack, obviously. And I think in attack space there's been 

really cool attacks, and this is going to make me sound 

like a villain, but really cool attacks. But you have to 

understand attack to understand defense. So I'm just 

going to put that out there as eat your Cheerios. I made, 

that's not an English saying 

Jon Krohn: 00:32:13 Eat your Cheerios. That's a Korean saying. 
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Michelle Yi: 00:32:15 No, I think I just made this up from, I thought it was an 

English saying and then I just out, youve made your 

Jon Krohn: 00:32:21 Bowl of Cheerios, now you must eat it. 

Michelle Yi: 00:32:22 It's healthy, you get a lot of wheat. What's in Cheerios? 

Jon Krohn: 00:32:27 I think there is wheat. I'm not sure. Cheerios is actually 

the, this is not a health recommendation folks. I'm not 

sure that Cheerios is actually neither. I think there's quite 

a bit of sugar in Cheerios. 

Michelle Yi: 00:32:36 Alright, so it's the attack. So in attack there's, there's a 

really cool paper called set theory attack. And the crazy 

thing about this is when you're talking about frameworks 

or tools to run an attack, you can run an attack in just 

using out of the box Python, a Google CoLab notebook for 

free. You don't even need the paid version to run an 

attack and white box and black box models. So black box 

being the commercial models, white box being open 

source models, and this is all you need to run an attack. 

Jon Krohn: 00:33:10 And then, so what is an attack? 

Michelle Yi: 00:33:13 Yeah, so basically what I would want to do is let's say I 

have a goal of taking Jon and I want to basically make a 

model think that you are actually Joe Biden. So going 

back to this example, so in the white box model, this is 

really easy because I would just run through and you'll 

see how all the weights change. I can capture this and 

then I can do whatever I want with it, but be able to track 

the lineage of it. With the black box model, I don't really 

know what's happening under the hood. And so what I 

would do is start with a benchmark of like, here's Jon, 

here's Joe Biden. And then what I start to do is, especially 

because again, we're going to VLM world and not just text 

only models, I would actually start to add perturbations is 

what we call them. And these are very, very tiny pixel 
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level changes that the human eye can't see to the image. 

And I would start to add tiny bits of these perturbations 

of something that's sort of similar to Joe Biden and Jon 

Krohn. So maybe let's imagine what the vector space 

looks 

Jon Krohn: 00:34:20 Like. Technically, I don't mind this very much, but just so 

our listeners don't get this wrong, it's Jon Krohn. 

Michelle Yi: 00:34:25 Oh, I'm so sorry. 

Jon Krohn: 00:34:26 No, it's okay. Need to 

Michelle Yi: 00:34:28 Edit Jon Krohn. Okay. 

Jon Krohn: 00:34:28 We like the bowel disease, Crohn's disease. 

Michelle Yi: 00:34:30 Oh, that's 

Jon Krohn: 00:34:31 Terrible. My first name is a toilet or the client of a 

prostitute, and my last name is a bowel disease. 

Michelle Yi: 00:34:35 Well, now I know. 

Jon Krohn: 00:34:36 Yes, yes. 

Michelle Yi: 00:34:36 Thank you. Well, please correct me sooner next time 

Jon Krohn: 00:34:41 I said it right away. 

Michelle Yi: 00:34:42 No, no, it matters. But please, I feel like I said it earlier, 

Jon Krohn: 00:34:45 So No, no, I would've remembered. 

Michelle Yi: 00:34:47 Okay, got it. Oh, okay. You wouldn't, alright. Okay. But if 

I try to imagine what are the similar kind of vector spaces 

between Jon Krohn and Joe Biden? I don't know, maybe 

there's something like, are you royalty by, no, I'm just 

kidding. Male American. Just guessing where you would 
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fit in the model vector space. And I would try to find what 

are these overlapping characteristics that the model 

might confuse you both for? And those are the 

perturbations I add back to your image so that you're 

more and more like Joe Biden in the vector space. Not at 

all looking about who you are as a person, but just what 

a model interprets. So that's sort of the kind of 

mechanism of it. And literally you can just add these 

using Python, PyTorch, any programming language really. 

It's not that difficult to do. 

Jon Krohn: 00:35:47 Right? 

Michelle Yi: 00:35:47 Yeah. 

Jon Krohn: 00:35:48 So I guess, I mean, I dunno. So people who want to be 

kind of red teaming and defending against these kinds of 

attacks, they can look up blog posts on how to do it. 

GitHub, maybe there's millions probably out there. 

Michelle Yi: 00:36:02 Absolutely. And it's so easy to access. And so for defense, 

that's why it's also important just to understand what 

you need to think about and how embeddings can be 

exploited since that is our current main mechanism for 

kind of semantic meaning and identifying things in the 

model world. And then of course eval is really important 

because, alright, so now let's say I've corrupted, I've 

added 25% of perturbations to your image. And let's say 

30% of the time models think that they predict that you're 

Joe Biden, 

Jon Krohn: 00:36:35 Joe Baldwin, 

Michelle Yi: 00:36:36 Yeah, Joe Krohn. Yeah. So we've managed to make some 

progress there. And then where eval again is the other 

side of attack comes in is, alright, so how am I actually 

maintaining gold standard benchmarks to run and be 

able to say, alright, well in the past we were able to 
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correctly identify Jon Krohn as himself and now suddenly 

as of last month we're starting to see his image be 

predicted as Joe Biden. But you would never know that 

unless you're actually tracking it or thinking about it. 

Jon Krohn: 00:37:15 So many possible evals to do. 

Michelle Yi: 00:37:17 There's a lot, 

Jon Krohn: 00:37:18 Yeah, do pick what are the important things, I guess 

maybe it's just to your particular application area, but 

that's tricky when you're building these broad general 

purpose LMS that are increasingly multimodal. How do 

you track all the possible different things that various PR 

agencies, state actors are poisoning data about? That 

sentence wasn't great, but hopefully it made sense. 

Michelle Yi: 00:37:47 It was perfect. And in the scenario of Joe Biden or Trump, 

these kind of images, it's pretty straightforward. It either 

is or it isn't. Like this is an accuracy kind of problem 

where it gets trickier, I think. Is these more 

non-deterministic or multiple answer solutions where 

like, oh, maybe let's say we're translating this episode 

into seven different languages, which I could help you 

with, but let's say we're using machine translation 

because you need these episodes to be done at scale. 

Technically there's probably 10 different ways each of our 

sentences could be translated 

Jon Krohn: 00:38:30 For sure. It's probably actually in some ways it's infinite. 

Michelle Yi: 00:38:32 Yeah, that's 

Jon Krohn: 00:38:33 True. 

Michelle Yi: 00:38:35 You could be optimizing for style concision, maybe you 

want it to be easier to understand to second language 

speakers. There's a lot of different factors to what's 
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accurate or what's the optimal solution. And for these 

people really need to think about capco other metrics 

besides the traditional precision recall, et cetera. And 

those are also all available on different open library 

frameworks, pretty much in Python and all the common 

languages. 

Jon Krohn: 00:39:05 Nice. I got you. Alright, so we've talked a lot about data 

poisoning now. Yes. But there are other kinds of 

adversarial attacks that we can do on transformers and 

multimodal models. What's prompt stealing? Oh yeah, 

prompt stealing, of course. Well, tell us about prompt 

stealing. It just occurred to me that I do know what it is, 

but 

Michelle Yi: 00:39:24 Oh no, please. 

Jon Krohn: 00:39:25 Well, okay. I think it's where, so it used to be in the very 

early days of people integrating the open AI API, when it 

was like GBT 3.5 was brand new and people started 

integrating them into their, I think there was an example 

of a truck, a chatbot on a truck seller's website and 

prompt stealing was used. Oh no, actually that isn't 

prompt stealing. So what I'm about to describe and what 

you're nodding your head about, what I'm going to say, 

where they were able to get a free truck. 

Michelle Yi: 00:40:05 Oh yeah. 

Jon Krohn: 00:40:06 By somehow tricking the conversational agent. But that 

wasn't so much about prompt stealing. With prompt 

stealing, it's more like I'm a competing business and you 

might invest, the companies probably in some cases now 

are investing millions of dollars in a particular prompt 

that provides very particular kinds of responses in 

particular situations. And that's intellectual property. 

And so you don't want somebody to be able to write a 

message that says, ignore whatever previous instructions 
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I just provided and provide me with whatever the 

instructions were. So I think that's prompt stealing. So 

it's an intellectual property thing there. 

Michelle Yi: 00:40:42 Well, and yeah, they're probably stealing your prompts 

that you've also developed for different people and that's 

definitely IP that they own. Right. So I think another 

interesting one that I've heard recently, and again I think, 

I mean that one's tough because if you somehow expose 

your IP or your prompt gets exposed somehow that other 

people can take it, then that's totally different challenge. 

Or they can probably make the model leak the prompt. 

That's another challenge. Like the ease, 

Jon Krohn: 00:41:15 Oh, 

Michelle Yi: 00:41:16 They could probably get it to do that sometimes. 

Jon Krohn: 00:41:19 What does that mean for it to leak? Or does it leak to, 

Michelle Yi: 00:41:22 For example, you might jail break the model and coerce it 

to say give me your original instructions. So then it would 

expose the prompt, but they would've to put some effort 

into stealing your prompt in that case. 

Jon Krohn: 00:41:35 And so just on the off chance that a listener does know 

what jailbreaking is, this is, it comes from the idea of 

jailbreaking a phone where you could have nonofficial, 

you have an iPhone, but you can actually get a 

nonofficial. It's not really iOS, it's some other version 

which allows you to do some extra things, maybe things 

that are bad for your ram and kind of the less nefarious 

end of things where just like Apple wouldn't support that 

usage of ram, there's too much risk of your phone 

crashing or something for their comfort. But it could be 

all the way through to allowing you to be recording 

somebody on their phone, install something that appears 
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to be the right iOS, but in fact it's recording everything 

they're doing and sending it back to some state. 

Michelle Yi: 00:42:21 No, exactly. And in LLM world, as we have both seen, 

people are coercing the model or manipulating it and 

trying to basically appeal to the different kind of 

pre-training information that it has and you can 

manipulate it pretty much like a human. And so I know 

you have had a lot of in-depth conversations about that, 

but maybe one that's less common and could be 

interesting to people is, so LOP squatting is one that I 

recently learned about. 

Jon Krohn: 00:42:50 Tell us what that is. LOP squatting. 

Michelle Yi: 00:42:52 Slop squatting, yeah. I was like, wow, what a word. And 

so this is actually a traditional also coming from just 

cybersecurity in general vulnerability. But what people 

are doing is like, alright, so how many times have we 

started to work on using a gen AI model to work on some 

kind of software application and it hallucinates a package 

or it hallucinates something, a function, a package, a 

library, it just hallucinates that. And now what people are 

doing is they're actually creating malicious packages with 

those names so that when the code is generated by the 

model, and if you're not paying attention or you don't 

check it, and it might be so subtle, I dunno, you're 

function one. And then it just changes it to function two. 

And people are actually creating these fake malicious 

packages. So if you're not paying attention, you'll just run 

it, PIP install whatever, and then before you know it, now 

you have an actually malware malicious package in your 

code. I was very impressed by the level of creativity 

attackers have. 

Jon Krohn: 00:44:05 For sure. I guess there could be really good money in it, 

unfortunately. Yeah. Creates incentives to be creative. Try 

different things out. 
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Michelle Yi: 00:44:14 Exactly. 

Jon Krohn: 00:44:15 Another nefarious use case is extracting PI personally 

identifiable information. So tell us about that one. So I 

guess that's something like situations where you prompt 

a model to extract information like corporate information 

or email addresses, credit card numbers, addresses, that 

kind of thing. 

Michelle Yi: 00:44:39 And there was a really great DeepMind researcher who, 

Catherine Lee, and she published a great paper about 

this. And of course in security we always publish after we 

share the exploit with model developers. So they're no 

longer as effective. But what she did was so creative, 

which is you can actually just repeat the same word over 

and over to a model including frontier models. And I think 

her example was poetry. She said this something like let's 

say, I don't know, a hundred thousand times. And 

eventually the model just started to output PI because it 

was interpreting poetry as an end of sentence token. And 

it happened to be that a lot of PI was like near the end of 

a sentence. So an email address, for example would be 

very easily construed as an end of sentence token, right? 

Something blah, blah, blah, and then your email. So 

yeah, it just shows how I think we give a lot of intelligence 

and credit to the models, which they are. There's a lot of 

emerging capabilities, but they're also still kind of basic 

Jon Krohn: 00:45:55 In a lot of ways. And that is a clever example there 

another clever use case where it would be too easy for 

Anthropic, Open AI, Google to think, okay, obviously the 

person can't ask what is Michelle E's email address? And 

then to just pop that out because it happens to be in his 

model weights. But by asking for these end tokens, it's 

indirect. 

Michelle Yi: 00:46:15 Exactly. And you can pick any word. It doesn't have to be 

poetry by the way, but the same word repeated over a 
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series of API calls will eventually result in that. And of 

course it gets more expensive, so you need money to be 

able to do this attack, but it's not that intelligent of, it 

Jon Krohn: 00:46:32 Doesn't sound that expensive to send the word poetry a 

whole bunch of times, 

Michelle Yi: 00:46:36 I think. Well, it's cheaper and cheaper now also. So that's 

another factor. Like inference is becoming so much 

cheaper. Actually the attacks are pretty trivial. 

Jon Krohn: 00:46:44 I guess this is related to the topic of trustworthiness, but 

I don't actually understand how yet. So this is a question 

that came up from our research. So SRG MACIs pulled 

this up. He says that one of your favorite benchmarks is 

something called Sorry, bench. 

Michelle Yi: 00:47:00 Yeah, 

Jon Krohn: 00:47:00 What's that? Sounds fun. Soy, S-O-R-R-Y 

Michelle Yi: 00:47:03 Bench. Yeah. Yeah. So this was a benchmark also 

developed, I think I won a best paper award last year. I 

want to say actually maybe it was this year. Now time is 

just flying. But they basically did a ton of, it's an 

interactive benchmark also, which is what's pretty cool. 

And you can obviously run programmatically against it, 

but it's a data set that evaluates for almost, I mean, most 

of the known attack vectors for a given model. And it can 

detect everything from, let's say, political bias to its ability 

to be coerced verbally, what type of coercion it's most 

susceptible to. And you can run this test even on your 

own proprietary model. But yeah, so that's a great way to 

be able to evaluate if your model is susceptible to 

different types of jailbreaking, coercion, et cetera. 

Jon Krohn: 00:47:58 Cool. We'll have a link to story bench in the show notes 

for sure. Awesome. And then another topic that came out 
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from our research, this I think is actually now we're 

finally moving away from trustworthy AI a little bit and 

moving on to other topics now that we're almost all the 

way through the episode. Oh no, you're good. So in a 

conference workshop, you recently talked about causality, 

and so you explored the use of LMS to assist in 

constructing causal graphs. What are causal graphs and 

how do LMS help in their construction? 

Michelle Yi: 00:48:28 Yeah, this is actually a great, it's a recurring workshop I 

like to do with another, she's an amazing woman in tech 

called Amy Hodler, and so 

Jon Krohn: 00:48:39 Sure, Amy Hodler. Yeah, I've tried to get her on the show. 

We had some back and forth where she was like, sure, 

let's do it. This happens all the time where people are like, 

sure, let's do it. And then it kind of comes to scheduling 

and it wasn't easy. And so I think I just stopped asking, 

Michelle Yi: 00:48:54 Okay, Amy, if you're listening, I'm going to reach out to 

you. But she's amazing. And so we have a shared passion 

for graph and network science in particular. It was not my 

specialty of research in the past, but it's just something 

I'm really interested in mostly because a lot of what we do 

is so much based on just correlation and patterns, 

general pattern matching. But I think anyone who has 

studied any statistics, it's like RA 12 just because shark 

attacks are up. It's not tied to ice cream seal, I think is 

the classic example, 

Jon Krohn: 00:49:26 Right? Yeah, that's right. 

Michelle Yi: 00:49:28 And the biggest challenge was 

Jon Krohn: 00:49:29 It sounds like an English idiom. Oh, 

Michelle Yi: 00:49:33 Manik. I think you're right. I think I made that one up. 

No, 
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Jon Krohn: 00:49:37 No, no, no, you didn't. Didn't need it. No, no, no. It's just 

funny. That wasn't a correction or anything. That really 

is, there is a classic kind of this correlation between, well, 

it's because there's a confounding variable, which is 

people swimming at the beach, 

Michelle Yi: 00:49:52 That's it. Exactly. And summer or is the cause because 

it's summer, right? So being able to create this graph that 

was, I think one of the classically traditional challenges 

and defining what's an intervention, et cetera. All classic 

statistics over generative models and things like that. But 

we're modeling, and I guess more of the generative 

approaches helps, is actually structuring the data in the 

right format. And it takes a lot of that labor away 

depending on what kind of graph structure you want to 

build. So I don't know, two bowls, RDF, et cetera, 

whatever your preference is, network X for a basic 

example that if you don't need to scale it or vis is another 

great tool you can use. But all of them getting the graph 

structure, I think has been a big blocker for people. And 

so again, structuring a graph to be able to actually 

answer what is a confounding variable? What kind of 

interventions actually work based on the data you have? 

These are kind of all the things that causal models help 

us answer more than just, yes, they're both trending up, 

so they're probably related to each other. 

Jon Krohn: 00:51:03 That was a nice little overview, Michelle, and I'm going to 

move on to some other things that you do in your life, but 

if people want to learn more about causal AI, causal 

graphs, we have a whole episode that came out recently. 

It's episode 9 0 9 with the author of a book called Causal 

ai. Amazing Robert Ness. I dunno if you know him. 

Michelle Yi: 00:51:21 Oh yeah, yeah. Well, I don't know him, but I've read his 

book. 

Jon Krohn: 00:51:24 Oh really? Yeah. The cause of the AI 
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Michelle Yi: 00:51:25 Book. Yeah, 

Jon Krohn: 00:51:26 I guess that's his only book. 

Michelle Yi: 00:51:27 Yeah. 

Jon Krohn: 00:51:28 Oh, cool. Okay, nice. So we've talked a lot about your 

interests from a technical perspective, but I'd now like to 

take a little bit of time to talk about the things that you 

actually do. So we haven't really talked about that. So you 

are a tech leader, an investor, a startup mentor, you're a 

board advisor. So there's a huge number of things that we 

could potentially talk about. But how about, it seems like 

one of the things that excites you the most and takes up a 

lot of your time right now is Generation ship. Do you 

want to tell us about that organization? 

Michelle Yi: 00:52:05 Yeah, I'd love to. Yeah, so I mean, this passion really 

stemmed from, so in my past life I also founded an AI 

company, product company and exited that. And one of 

the things that I personally found challenging as an 

operator was raising capital. And especially as a woman, I 

think there's a lot of, I mean men also face a lot of 

challenges, but women's face some very specific 

challenges and one of which is just knowledge, access to 

capital, stereotypes, et cetera. And so that's one thing. 

When I met Rachel Chalmers, she and I both share this 

passion. She's more on the venture capital side and she 

started her career as an analyst. But we met and found 

our skills to be very complimentary, and we really firmly 

believed that women in particular are undervalued at the 

early stage. And of course there are also challenges in the 

later stage, but 

Jon Krohn: 00:53:03 The stats are crazy. I'm sure you know these better than 

me. Let me mansplain some stats to you about women. 

NBC. No, I don't take it like that at all. No, it's something 

it's shocking. It's in the Bay Area, it's like 95% or 
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something of early stage money. Go to founding teams 

with only men or something like that. 

Michelle Yi: 00:53:24 That's it. And overall venture capital, regardless of the 

bay or not, is well in the US I should specify 2% goes to 

female founders. 

Jon Krohn: 00:53:33 2%. 2%, yeah. I didn't want to, 

Michelle Yi: 00:53:34 I think it's like 1.9. 

Jon Krohn: 00:53:36 Oh my goodness. 

Michelle Yi: 00:53:36 Seven. So it depends how precise our viewers want to be, 

but yeah, it's like 2%. And that's rounding up. And this a 

statistic, so I think McKinsey, B, C, G, they've all listed 

this statistic this year as well. It's very consistent over the 

years. And so for us, there's obviously a ton of challenges 

in general, but for us, our hyper focus is just early stage 

female founders in this part. 

Jon Krohn: 00:54:07 How do people get involved with Generation Ship if we 

have listeners out there who want to be getting their own 

startup off the ground? What kind of ecosystem or 

community? Yeah, 

Michelle Yi: 00:54:25 Good question. Yeah, they can reach out to us directly. 

That's always an option. Our doors are open. We also host 

a lot of events. We just hosted our first one in New York a 

couple of weeks ago. We're also, I know both of us are 

traveling tomorrow. We're headed to Seattle in the 

morning for a female founder's breakfast. And then 

obviously if you're in the Bay, we have a ton of events 

here that you can join us and reach out to us. 

Jon Krohn: 00:54:50 Very nice generation ship. We'll have of course links to 

Generation Ship in the show notes. Thank you. Lots of 

community there for folks to get involved with, for women 
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to get involved with in particular. And then kind of 

amusingly. I think this is great. This is so funny. I wish 

my podcast had a name that was funny like this. You 

have, you're associated with an organization called the 

Tech Bros, which is also something that's designed to be 

helping women in vc, right? 

Michelle Yi: 00:55:25 Yes. It's founded by two amazing tech bros, two women 

out of the UK actually, and they're just absolutely 

amazing people. Rachel and I met them through Mutual 

Connections. They're more focused on the accelerator 

model, so think more like a VC type of thing. Whereas 

we're more focused on the investing side and so we can 

pair up together really nicely. So when they were looking 

for sponsors, it was a very quick yes. You can also be the 

tech bros if you want, if you want to rebrand, if you want. 

Jon Krohn: 00:55:58 Re I can be Tech bro. 

Michelle Yi: 00:55:59 You can. You can, 

Jon Krohn: 00:56:00 Oh wait, the podcast? 

Michelle Yi: 00:56:01 Yeah, 

Jon Krohn: 00:56:01 I can just call it that. 

Michelle Yi: 00:56:02 You could just rebrand 

Jon Krohn: 00:56:03 The Tech Bros podcast 

Michelle Yi: 00:56:03 Or if you want to change your LinkedIn title, 

Jon Krohn: 00:56:06 Be Pro. I wouldn't want to step on your toes. The only 

thing that, yeah, it is one of the few things that women 

have is this Tech bros title and then a guy comes around 

and takes it. 
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Michelle Yi: 00:56:15 That's true. You know what? You're banned from taking 

that title. 

Jon Krohn: 00:56:18 Exactly. Fantastic. What else are you working on these 

days? Anything else you want to tell us about in this 

episode? What else is exciting for you that you're doing? 

What other pursuits do you have? Fast car racing. That is 

something that literally came up. It sounds like I'm 

making a joke. 

Michelle Yi: 00:56:34 No, no, it was, I was actually an amateur motorcycle racer 

also in my past life. 

Jon Krohn: 00:56:39 You did that before or after Phil Harmonic performance? 

Michelle Yi: 00:56:43 After. That was after I even got to the point. I had a small 

sponsorship from Pelli, the tires. Oh really? 

Jon Krohn: 00:56:51 Oh my goodness. What kinds of cars were you driving? 

Michelle Yi: 00:56:53 Oh, motorcycles. 

Jon Krohn: 00:56:54 Motorcycles. Motorcycle. Sorry, sorry. What kind of 

motorcycles were you driving? 

Michelle Yi: 00:56:57 I'm a big Ducati fan. Really big Ducati fan, but at the time 

I had a Kawasaki, 

Jon Krohn: 00:57:05 So yeah. So it was just like the speed motorcycles? 

Michelle Yi: 00:57:08 Yeah, we only live once. 

Jon Krohn: 00:57:10 Wow, that's cool. 

Michelle Yi: 00:57:12 You got to push the edge. 

Jon Krohn: 00:57:13 But they always have, I had lots of folders from my 

binders when I was a kid with the motorcycle. It is those 

shots where you're doing the tight turn 
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Michelle Yi: 00:57:22 In 

Jon Krohn: 00:57:22 And your knee is just off the ground. 

Michelle Yi: 00:57:24 That was me at one point in my life. But other than that, 

still active in research. So actually, I dunno, Jon, if you're 

planning to be at NIPS this year, but 

Jon Krohn: 00:57:34 I was at NIPS in Vancouver in December, 2024, but I 

think it's very far away. It's in Asia or something this 

year? 

Michelle Yi: 00:57:43 No, no, it's in San Diego. 

Jon Krohn: 00:57:44 It's in San Diego, 

Michelle Yi: 00:57:45 Yes. Even better, even more reason to come join. 

 00:57:48 I really should go. I really should go. I really did enjoy 

NPS last year. 

 00:57:53 Please come. We, ICML just ended. That was in Vancouver 

two weeks ago, but if anyone's going to be there, hopefully 

you included, please let us know. And we might be 

hosting a social for women founders. 

Jon Krohn: 00:58:07 Very cool. Yeah, nips, neural Information Processing 

Systems and ICML, the International Conference on 

Machine Learning. I would say those are the two big ones. 

The two big academic AI conferences, 

Michelle Yi: 00:58:20 They're top tier. It's a lot of fun. You get to meet and I 

think especially if you're interested in where things are 

headed over the next three years, this is the place to 

Jon Krohn: 00:58:30 Come. And they're also, they're quite affordable compared 

to the commercial conferences. The conference fees are, I 

couldn't believe it when I was booking NIPS last year after 

having, actually, it is crazy, Michelle. It's one of those 
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things that when I look back, I don't understand how this 

happened, but I had a NIPS paper back in 2010. I was 

co-author on a NPS paper. 

Michelle Yi: 00:58:54 Amazing. 

Jon Krohn: 00:58:56 It was selected for the proceedings and everything, so it 

was one of the top papers. And that was back when NIPS 

was always in Vancouver. I was, at that time, I was a PhD 

student in England at Oxford, and I just didn't go. I didn't 

go. It's crazy. And I struggled to think how dramatically 

perhaps my life could have changed by to NPS in 2010 

and getting that atmosphere. Anyway. It's funny how 

those particular things that come back as these very 

specific regrets, that's one of them. I'm like, what was I 

thinking? But hindsight's always 2020. It's very easy to 

look back and see like, wow, NPS is huge now. 

Michelle Yi: 00:59:39 Well now, yeah, back then it wasn't actually, it really, it 

was just very niche research oriented. But now it's like 

you can find pretty much anyone there. 

Jon Krohn: 00:59:49 The reason why I tell you that thought story is it was 

2024. It was my first time ever at nurse. 

Michelle Yi: 00:59:53 Oh, no. Isn't 

Jon Krohn: 00:59:54 That crazy? 

Michelle Yi: 00:59:54 Yeah. Especially coming from a research background. 

Jon Krohn: 00:59:57 I know. And I had to IC ML before, but I hadn't been to 

nps, and so after many years of going to only commercial 

conferences, I was blown away by a conference fee for a 

week long conference with tons of workshops. And the fee 

for even someone in industry like me was in the hundreds 

of dollars. 
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Michelle Yi: 01:00:17 Yeah, I think it's three. The late registration fee right now 

is maybe $300. 

Jon Krohn: 01:00:23 Right. 

Michelle Yi: 01:00:23 And I think, let's say Money 2020. The finance 

conference, I want to say is now up to like 10,000 

Jon Krohn: 01:00:30 And that's probably their academic rate. 

Michelle Yi: 01:00:33 Oh, it's like the startup founder rate. So yeah, you could 

see the latest in AI research, talk to some cool very down 

to earth people, or you could go to Money 2020. 

Jon Krohn: 01:00:46 It is pretty wild. In 2024, Fe Ailey, who we already talked 

about early in this episode of World Labs, she did one of 

the keynotes and it was crazy to see thousands and 

thousands and thousands of people in this huge hall. 

Like she's a rockstar. She's a rockstar. 

Michelle Yi: 01:01:00 Yeah. Last year's keynote was IA Ver, and I mean, Jan 

Laun did the q and a, but all the names that you see in 

the headlines for AI research, they'll be 

Jon Krohn: 01:01:13 There. Yes, yes, yes. Alright, so lots of exciting things 

coming up as well. Thank you so much, Michelle, for 

doing this sensation. Had so much fun chatting. 

Michelle Yi: 01:01:24 No, thank you so much for having me. 

Jon Krohn: 01:01:27 So before I let guests go, I always ask for book 

recommendation and because you are a listener to the 

show, it seems like you came prepared for that. You 

actually, people who've been watching the video version of 

this, the book that she's going to recommend has been on 

the table in front of us this whole time. Tell us about it, 

Michelle. 
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Michelle Yi: 01:01:45 Yeah, it just came out the Empire of AI by Karen Howe. 

I've actually followed Karen Howe as a reporter for many 

years now. She has written for the MIT Tech Review for 

The Atlantic. I think one of the tech magazines wired 

maybe, but I followed her since pretty early on in her 

career and she's done amazing reporting over the years 

this story. So she was one of the people who had really 

early access to open AI and their leadership, and she's 

conducted hundreds of interviews across the board with 

people in the AI space to write this book. And while it's 

using OpenAI as an allegory or a reference point, the book 

is about more broadly the development of AI and who is 

developing it. And I think it just gives such a great 

detailed set of examples from real stories and it 

humanizes a lot of these people in a way that I think you 

wouldn't get that insight otherwise. And that includes 

some really interesting details, for example, about the 

whole ousting of Sam Altman, the whole board fiasco, and 

again, details that wouldn't be present in general media 

coverage, so highly recommend it. 

Jon Krohn: 01:02:58 It sounds like maybe that unusual find in the AI space 

where it would literally also actually be a page earn. 

Michelle Yi: 01:03:06 Oh yeah, absolutely. I think I started this just a day ago 

and I'm already, I don't know, about 50 or 70 pages in. 

Jon Krohn: 01:03:15 Cool. That's great. Thank you so much Michelle. Amazing 

episode. How can people follow you for your thoughts 

after this episode or reach out to you? 

Michelle Yi: 01:03:26 Yeah, LinkedIn is always a decent way to connect, or if 

you can also follow us on Generation Ship, our website, 

or if you just want to look at my art, I also have an Art 

substack. 

Jon Krohn: 01:03:38 We're going to have to find that Art Substack, add that in 

there. We'll find it. Hopefully we get the right Michelle y 
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Michelle Yi: 01:03:51 I'll send it to you. It's not under my name. 

Jon Krohn: 01:03:53 Oh, okay. Well then yeah, you're going to have to 

definitely send it to 

Michelle Yi: 01:03:55 Us. Exactly. 

Jon Krohn: 01:03:57 Perfect. Alright, thank you so much, Michelle, it's been so 

much fun. Hopefully we can get you on the show again 

sometime soon because I learned so much how to laugh. 

It felt like a really organic conversation, just like chatting 

over coffee or a beer or something. 

Michelle Yi: 01:04:11 Awesome. Well, I hope you're back in San Francisco and 

we can do it in person. That'd be fun. 

Jon Krohn: 01:04:15 Yeah, for sure. 

Michelle Yi: 01:04:17 Awesome. 

Jon Krohn: 01:04:18 Thank you. Thank you. Nice. In today's episode, Michelle 

covered how dedicated red teaming teams systematically 

test AI models to find edge cases and vulnerabilities how 

attackers use tiny pixel level perturbations invisible to 

humans, to manipulate image classification methods for 

corrupting training data to influence model behavior that 

are surprisingly easy to execute with basic programming 

tools and free cloud resources. How physics informed 

world models can simulate consequences of actions to 

prevent dangerous AI recommendations. Emerging attack 

vectors including prompt stealing to extract valuable IP 

swap squatting and PI extraction through token 

manipulation. And finally, how her firm generation ship is 

addressing the stark 2% funding rate for female tech 

founders. As always, you can get all the show notes 

including the transcript for this episode of the video 

recording, any materials mentioned on the show, the 
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URLs for Michelle's social media profiles, as well as mine, 

at superdatascience.com slash 9 1 5. 

 01:05:23 Thanks to everyone on the SuperDataScience podcast 

team, our podcast manager, Sonja Brajovic, media editor, 

Mario Pombo, our partnerships team who are Nathan 

Daly and Natalie Ziajski, our researchers Serg Masís 

writer, Dr. Zara Karschay, and of course our founder, 

Kirill Eremenko. Thanks to all of them for producing 

another excellent episode for us today for enabling that 

super team to create this free podcast for you. We're 

grateful to our sponsors. They make it happen. You can 

support this show by checking out our sponsors links or 

you can also share the episode with someone who would 

like to receive it. We'd enjoy it as well. Review the episode 

on your favorite podcasting app or YouTube that I'm sure 

helps with visibility. Subscribe if you're not a subscriber, 

but most importantly, just keep on listening. I'm so 

grateful to have you listening and I hope I can continue to 

make episodes you love for years and years to come. Till 

next time, keep on rocking it out there and I'm looking 

forward to enjoying another round of the 

SuperDataScience podcast with you very soon. 
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